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Figure 5. Illuminated pixels and decoded column and row coordinate for two cameras placed on the first pole. 

 

      

Figure 6. Six views of a created mesh. 

We have scanned a mannequin using the developed prototype. One input frame for all six cameras is 
shown in Fig. 4. Note that cameras should be places in space so their FOVs cover as much of the body 
surface as possible. Detected illuminated area for each projector together with extracted row and 
column coordinates for cameras CAM0 and CAM1 are shown in Fig. 5. Note how illuminated areas for 
each projector correspond to spatial arrangement which is visible in Fig. 3. Also note faint interference 
pattern for PRJ1 and PRJ2 which is visible on a mannequin in non-illuminated areas only; it is caused 
by aliasing of the signal of PRJ0. That interference does not affect the 3D reconstruction as the inter-
ference signal is an order of magnitude weaker than true signals of PRJ1 and PRJ2. A final mesh is 
shown in Fig. 6. 
 

3.3. Discussion 

For a single projector system based on FPP the minimum number of frames to project is three [33]; 
therefore, for � projectors employed sequentially at least 3� frames must be projected. The pro-
posed simultaneous employment reduces 3� to 2� + 1. In practice the advantage becomes better as 
the minimum of three frames is almost always increased to 7 or more [33]. Furthermore, for the pro-
posed method all acquired frames are used for phase computation meaning once 2� + 1 ≥ 7 holds 
the proposed method will provide good results even when the minimum number of 2� + 1 frames is 
used. 
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A disadvantage of the proposed method compared to sequential projector employment is sharing of 
the dynamic range between projectors. For sequential employment whole dynamic range of each 
camera may be allocated to a single projector, however for simultaneous employment dynamic range 
must be divided between � projectors. This reduction in dynamic range increases the measurement 
noise and may affect wrapped phase estimation. This negative effect may be mitigated by using a 
camera with better bit depth or by simply increasing the number of acquired frames from the minimal 
2� + 1. For surround projector setup which is used in human body scanning this effect may be further 
reduced if the number of projectors with an overlapping FOV is less than the total number of projectors: 
the dynamic range is shared only between projectors with an overlapping FOV. 
 
The proposed method places no restrictions on the spatial arrangement of cameras and projectors. 
We have used this fact in the design of our prototype scanner which is comprised of three scanning 
units which provide a significant freedom when using the prototype scanner: scanning units may be 
spatially rearranged to achieve the best coverage of a body part to be recorded. Once units are posi-
tioned as needed the calibration is simply done by recording the double-sided calibration board in at 
least two positions per projector/camera. For a three-projector six-camera system this means at least 
18 positions of the calibration board must be recorded. Since a recording of one position of the cali-
bration board takes 2.1s, calibration data is collected in a few minutes. 
 

4. Conclusion 

We have developed a prototype 3D human body scanner comprised of three projectors and six cam-
eras which enables simultaneous projector employment. The simultaneous employment is possible 
due to a careful choice of temporal phase shifts for each projector so they together comprise a 
DFT���� basis which in turn enables simple and efficient separation of the combined patterns into the 
contributions of each projector simply by applying the fast Fourier transform algorithm. 
 
The proposed method places no constraints on the number of projectors or on their spatial arrange-
ment. Coupled with a simple and fast calibration procedure this provides flexibility in scanning and 
enables construction of large FPP scanners which use many projectors and cameras. 
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