
Chapter 6

Validation

This section treats the validation of the proposed surface measurement method. A
solid reference object was measured as described in section 5.4 and the results were
compared with the measurement achieved by a coordinate measurement machine.
Section 6.1 describes the setup for the validation process, i.e., the acquisition system,
the reference object and the reference data. Section 6.2 describes the measurement
process and section 6.3 the surface comparison. Finally, section 6.4 presents the
comparison results and section 6.5 some considerations.

Fig. 6.1 Acquisition system used for validation (see appendix B): three progressive scan
CCD cameras (model DragonFly) with a 680x480 pixel sensor and IEEE-1394 port. A slide
projector is used for the projection of artificial texture onto the surface.

6.1 SETUP

This section describes the setup of the validation process. A multiple camera system as
described in appendix B and by D’Apuzzo and Kochi (2003) was used. Additionally,
a slide projector was used to project a random pattern onto the surface, as described
in section 5.4. For the validation process only three of the five CCD cameras were
used. Figure 6.1 shows the image acquisition system.
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6 VALIDATION

Fig. 6.2 Reference field used for calibration and orientation of the camera system.

Fig. 6.3 Dummy head used as reference object. Right: with random pattern projection.

Fig. 6.4 Reference data: 2448 points in 37 profiles, measured by a coordinate measurement
machine (Carl Zeiss UMC 550S) with an accuracy of 5 � m.
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6.2 SURFACE MEASUREMENT

The camera system was calibrated and oriented as described by D’Apuzzo and Kochi
(2003) using a reference field with signalized points of known 3–D coordinates (see
figure 6.2). The accuracy of the calibration and orientation processes can be expressed
according to equation 3.11 and results in this case in

�� � �
� � �

 � . For the used
cameras, it corresponds to

� � ��� � �
pixel.

A dummy head was used as reference object (see figure 6.3). This was firstly measured
by a coordinate measurement machine (Carl Zeiss UMC 550S) with an object space
accuracy of 5

 
m (precision given by the constructor). The measurement results in

profiles as shown in figure 6.4. A total number of 2448 points in 37 profiles were
measured on a half side of the head.

6.2 SURFACE MEASUREMENT

Image 6.5 shows the three acquired images used for the surface measurement process.
The full functionalities of the matching process proposed in chapter 4 were used.
Figure 6.6 shows the template image with the defined contour and seed points. Figure
6.7 shows the result of the matching process (matching at every four pixels) and the
result after grid regularization (see section 4.3.1).

Fig. 6.5 Triplet of the dummy head with random pattern projection for surface measurement.

Fig. 6.6 Matching process: template image with defined contour and seed points.
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6 VALIDATION

Fig. 6.7 Left: result of the matching process (matching at every four pixels). Right: result
after grid regularization.

Six different matching resolutions were used: matching each pixel in the images,
matching every two pixels, three pixels, four pixels, six pixels and eight pixels. The
forward ray intersection process (see section 5.1.1) results in the point clouds shown
in figure 6.8. As can be seen in the figures, the results are consistent and few blunders
were present (e.g., at the top oh the head, on the tip of the nose). This will then be
confirmed by the quantitative analysis of the results (see section 6.4).
The theoretical precision of the computed 3–D point can be expressed as the Helmert’s
point error � according to:

� �
�
� " � � �

�
� �# �

� �#
�

� �� (6.1)

where
�

is the covariance matrix and � # � � # � � � are the variance factors of the three
coordinates according to equation 5.6. These three values express the theoretical
precisions in the three axes directions, whereas � expresses an average point error
independent from the orientation of the coordinate system. The results for the six
cases are shown in table 6.1. The total number of matched points is listed together
with the average theoretical precision

�� , its standard deviation and its maximal value.
The next three columns list the same values ignoring blunders with a theoretical
precision larger than 1.5 mm ( � � � � � � � ); the last column of the table list the
number of blunders.

Table 6.1 Theoretical precision of the six point clouds. Total number of matched points,
average theoretical precision �� [mm], standard deviation [mm] and maximal value [mm]; same
values ignoring blunders with �������
	��� ; number of blunders.

Surface points
�� � � � � � � ! � max � ���� ��� � � � � � � � ! � max � - pt

1 pixel 92216 0.21 0.28 9.12 0.20 0.10 1.50 476
2 pixels 22944 0.19 0.09 2 88 0.19 0.07 1.41 19
3 pixels 10152 0.19 0.08 2.43 0.19 0.07 1.26 5
4 pixels 5722 0.19 0.08 1.76 0.19 0.07 1.39 4
6 pixels 2532 0.20 0.10 2.88 0.19 0.07 1.35 2
8 pixels 1428 0.19 0.07 1.24 - - - -
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Fig. 6.8 Surface measurement of the reference object: point clouds resulted matching each
pixel, every two, three, four, six and eight pixels.

6.3 SURFACE COMPARISON

To compare the measured surface with the reference data two tasks have to be per-
formed. Firstly the two surface data have to be aligned and secondly the distance
between the two surfaces has to be defined and determined. Additional problems to
be considered for the comparison are: (a) the reference data (profiles) and the mea-
sured data (point cloud) have different structures, (b) they have different resolutions,
(c) they are defined in different coordinate systems, (d) no common points, planes, or
axes can be determined.
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6 VALIDATION

6.3.1 Alignment

The adequate solution to align two point clouds with different resolutions and no
common points is provided by the ICP (Iterative Closest Point) algorithm proposed
by Besl and McKay (1992). The commercial software Geomagic StudioTMwas used
for this process. The average error resulting from the alignment process is 0.19 mm.
Figure 6.9 shows the results.

Fig. 6.9 Alignment result, average error is 0.19 mm. Left: visualisation of aligned reference
data as profiles and measured data as point cloud. Right: snapshot of the commercial software
Geomagic StudioTM.

6.3.2 Distance Reference Data to Measured Data

The determination of the distance between the reference data and the measured data is
not a trivial task because their resolution is different and no common points, planes or
axes exist. Since the measured point cloud (99216 points) has a much higher density
than the reference data (2448 points), it was decided to compute for each point of the
reference data the distance to the measured point cloud. Figure 6.10 shows the two
data set. The figure 6.11 shows the detail of the dotted box of figure 6.10 and explains
how the distance of the reference data to the measured data is computed.
The distance of a point in the reference data to the point cloud is computed as follows:
(a) determine the three closest points in the point cloud, (b) compute the distance of
the reference point to the plane defined by the three points found in the measured data.
The determination of the distance of a point to a plane introduces an additional error,
i.e., the approximation of a curved surface by a set of triangular facets, as shown in
figure 6.12. The error added by this factor (e1 or e2 in figure 6.12) decreases with
the increment of the density of the measured point cloud. For this reason it is more
appropriate to compare the reference data with the measured point cloud with highest
density. Therefore, the 92216 point cloud achieved by matching each pixel was used
for the comparison. The distance in the space of two adjacent points (l1 or l2 in figure
6.12) is about 0.5 mm for this data. Assuming for the reference object a minimal
curvature radius of 5 mm (r in figure 6.12), the maximal error of the distance to the
real surface is �

� " 6 � � � � � � � � � & � �� � �
�

� � � � � � . The error added by this factor
can therefore be considered insignificant.
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Fig. 6.10 Reference data as profiles and measured data as point cloud. Right: detail (no
common points exist and the density of the two data set is different).

Fig. 6.11 Determination of the distance of the reference data to the measured data. Left: for
each point in the reference data, the three closest point in the measured data are determined.
Right: the distance d is computed as distance to the plane formed by these three points.

Fig. 6.12 The error caused by approximating the real surface with facets decrease with the
increment of the density of the measured point cloud: � ��� ��� .

6.4 COMPARISON RESULTS

This section will present and discuss the results of the comparison of the reference
data and the measured data as well as the comparison of the six different measured
point clouds.
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6 VALIDATION

6.4.1 Distance Error

The distance of the reference data to the measured point cloud is used as distance error.
Table 6.2 summarizes the comparison of the reference data to the point cloud resulted
by matching each pixel of the template image (92216 points). Values with sign and
absolute values are given. The average absolute error of 0.2 mm can be considered
the value describing the precision of the measurement system. Figures 6.13 and 6.14
show graphically the error distribution.

Table 6.2 Distance reference data to measured data (values with sign and absolute values).
Average [mm], standard deviation [mm], minimal and maximal values [mm].

average std.dev. min max

error -0.02 0.27 -1.13 1.29
absolute error 0.20 0.18 0.00 1.29

Fig. 6.13 Distance reference data to measured data: error distribution

Fig. 6.14 Distance reference data to measured data: absolute error distribution.
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6.4 COMPARISON RESULTS

Additionally, the commercial software Geomagic QualifyTMwas used to compare the
surface with the reference data. Table 6.3 summarizes the results. They confirm the
achievements of the computation of the single distances.

Table 6.3 Absolute distance of the measured surface to the reference data, achieved by the
software Geomagic QualifyTM. Average [mm], standard deviation [mm], minimal and maximal
values [mm].

average std.dev. min max

absolute error 0.19 0.20 0.00 1.36

Unfortunately, no further numerical values can be obtained from the software. How-
ever, a graphical representation of the error distribution can be plotted as shown in the
figure 6.15. As can be seen, the larger errors appear in the expected difficult areas, as
for example steep surfaces, regions with reflexions and regions where the projected
texture was unfocused. These results confirm the assumptions made in chapter 4.

Fig. 6.15 Distance of the measured point cloud to the referencedata, from software Geomagic
QualifyTM.
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6.4.2 Comparison of Surfaces

A further interesting analysis of the measured data is the comparison between sur-
faces resulted by matching with different point densities. The commercial software
Geomagic QualifyTMwas used for this task.
The point cloud with highest density (92216 points) was used as reference data. The
results of the comparison are listed in the table 6.4. The average distance of the sur-
faces remains in all cases below 0.1 mm. Thus, it can be concluded that no relevant
accuracy decrease can be observed by matching with different point densities.

Table 6.4 Difference between surfaces resulted by matching with different point densities.
The 92216 point cloud was used as reference data. Number of points, average distance [mm],
standard deviation [mm], maximal distance [mm].

Surface points average distance std. dev. maximal distance

2 pixels 22944 0.09 0.11 0.99
3 pixels 10152 0.09 0.11 1.00
4 pixels 5722 0.09 0.11 1.00
6 pixels 2532 0.10 0.13 1.48
8 pixels 1428 0.10 0.14 1.45

6.5 CONSIDERATIONS

The first important consideration to underline is the full consistency of all the validation
steps. In fact, the average error of the alignment process (0.19 mm), the theoretical
precision of the forward ray intersection (0.20 mm) and the average absolute distance
of the reference data to the measured surface (0.20 mm) results in the identical value of
0.2 mm. This value can therefore be considered as real accuracy of the measurement
process achieved with the proposed acquisition system. Different accuracy values can
however be expected depending on the used acquisition system (different cameras,
different image format). The accuracy of the calibration and orientation process also
influence the achieved measurement accuracy.
On the other hand, it has to be considered that a dummy head was used for the validation
process. The measurement of the human skin presents in fact more difficulties caused
by, e.g., its roughness, hairs, reflections. Anyhow, the validation process also proved
that the theoretical precision resulting from the forward ray intersection process is
consistent with the achieved accuracy of the measurements and can therefore be used
as a quality indicator.
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Chapter 7

Surface Tracking

In section 7.1 the multi-image tracking process is introduced and the method for
tracking single points is described in detail. In section 7.2 the process is extended for
tracking entire surface parts. Section 7.3 describes the special case of tracking key-
points in the vector field of trajectories. The software implementation is discussed in
section 7.4. The options and parameters to be set are described in section 7.5. Finally,
section 7.7 presents results achieved by the proposed method for full body motion
capture.

7.1 MULTI-IMAGE TRACKING PROCESS

7.1.1 Tracking in Multi-image Space

The basic idea of the multi-image tracking process is to track corresponding points in
the multi-images through the sequence. Therefore, at the end of the process it is possi-
ble to compute their 3–D trajectories. The process is based on least squares matching
techniques (LSM). The least squares matching algorithm introduced in section 4.1
is used to establish the spatial correspondences between the images of the different
views (spatial LSM) and the temporal correspondences between subsequent frames
(temporal LSM). Figure 7.1 graphically depicts the principle.

Fig. 7.1 LSM tracking: temporal and spatial correspondences are established with LSM.

The process starts from matched corresponding points in the multi-images and contin-
ues with the tracking loop: (1) predicting the position in the next frame, (2) searching
the position with the best cross-correlation value and (3) establishing the point in
the next frames using least squares matching (temporal LSM). These three steps are
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7 SURFACE TRACKING

computed independently for the multi-images. The figure 7.2 shows the process
graphically.

Fig. 7.2 Tracking in image space: temporal LSM is applied at the position of best cross-
correlation.

The position of the tracked point at time i+1 is linearly predicted from the two pre-
vious times i-1 and i (step 1). A search box is defined around this predicted position
in the frame at time i+1 and is scanned for the position which has the best value of
cross-correlation between the frame at time i and the frame at time i+1 (step 2). The
least squares matching algorithm is applied at that position and if the result passes the
quality control (same as explained in section 4.1.4, without geometrical constraints)
it can be considered the exact position of the tracked point in the new frame (step 3).
Figure 7.3 shows how the tracking in image space starts. At the beginning of the
process, it is not possible to predict the position of the point in the next time step. In
this case, the search box has larger sizes and it is centered in the position of the actual
time step (image coordinates

� � � � � � � in figure 7.3). Once the prediction is possible,
the search box is smaller and centered in the predicted position (circle in frame i+2
in figure 7.3).

Fig. 7.3 Tracking in image space: at the beginning of the process (when the prediction is
not yet possible) the location in the next time step is searched in a larger area centered in the
location of the previous frame (image coordinates

� ��� � ����� ). Once the point is tracked at least
in two frames, the prediction is possible and the search area is therefore smaller and centered
in the predicted position (circle in frame i+2).

This process is performed independently for the different images. To test the indi-
vidual results, spatial LSM is computed at the positions resulting from the temporal
LSMs and if no significant differences occur between the two matches, the point is
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7.1 MULTI-IMAGE TRACKING PROCESS

considered tracked and the process continues to the next time step. If instead the
differences are too large, the step (2) of the process is repeated by searching the value
of best cross-correlation in a larger region around the predicted position. LSM is then
applied again (step 3) and if the result is rejected again, the tracking process stops.
The flowchart in figure 7.4 illustrates all the operations of the multi-image tracking
process in detail.

Fig. 7.4 Flowchart of the multi-image tracking process.
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7.1.2 3–D Trajectories

The result of the multi-image tracking process applied to a single point are its coordi-
nates in the multi-images through the sequences, thus the 3–D coordinates of the point
for each time step can be computed by forward ray intersection (see section 5.1.1),
finally resulting in its 3–D trajectory. Its velocity and acceleration can also be deter-
mined for each time step. Figure 7.5 shows an example of several 3–D trajectories of
points on the surface of a person walking.

Fig. 7.5 Measured 3–D point cloud of the first frame and 3–D trajectories of single points
tracked on a walking person (sequence of figure 7.17).

The proposed process can be used to track well defined points on a human body surface
(e.g., signalized target points). However, trajectories of single points are not sufficient
to understand and record the motion and movement of a human or the changes of a
human body surface part. The next two sections propose a method to extract more
complex information from the image sequence.

7.2 TRACKING SURFACE PARTS

Tracking surface parts means tracking simultaneously a dense set of points belonging
to a common surface. In this case, the result of the tracking process can be considered
to be a dense vector field of trajectories.

7.2.1 Extended Algorithm

The requirement for the surface tracking process is completing the matching process
on the surface parts of interest for at least the first multi-image set of the sequence.
However, it is recommended to perform the process with a defined frequency, e.g.,
each two multi-image set, for the entire length of the sequence. This can be performed
automatically with the process described in section 4.2. The tracking process depicted
in section 7.1 is then applied to all the points measured on the surface of the first frames.
With this approach, a new problem must be considered: during the sequence, some
surface parts can get lost by occlusions and new surface parts can appear. For these
reasons, a new functionality has to be integrated in the tracking process: before passing
to the next time step, the local density of the data resulted from the tracking process
is compared to a threshold. This operation is executed with a defined frequency, e.g.,
each two frames. In the regions of low density, new points are imported from the
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7.2 TRACKING SURFACE PARTS

previously computed data, i.e., surface matching process for the multi-image sets. In
this way, newly appearing surface parts or lost points are integrated in the tracking
process. Figure 7.6 shows the extended flowchart for the surface tracking process.
For the determination of the local density of the matched data, the template image is
divided into a regular grid whose size can be chosen. The number of matched points
is counted for each grid element and if it is lower than a threshold (e.g., 80%), then
the grid element is classified as a region with low density.

Fig. 7.6 Flowchart: surface tracking (dotted box "tracking at time i", from figure 7.4).

Figure 7.7 shows an example of the result of the surface tracking process applied to
a sequence of a walking person acquired by two cameras (sequence of figure 7.17).
The tracked points are displayed as trajectories from the previous frame. Figure 7.8
shows a detail of the tracked points, in the frame of time i+1 the newly included points
can be recognized as single dots, as these points do not have any tracking information
yet.

Fig. 7.7 Example of surface tracking. Left: image pairs acquired at time i and i+1; right:
tracked points displayed as trajectory from the previous frame.
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Fig. 7.8 Example of surface tracking. Detail from figure 7.7: in the frame at time i+1 (right)
the new included points can be recognized as single dots.

7.2.2 Filtering

Tracking entire surface parts and not only good signalized single points can produce
undesirable effects. Especially in case of poor texture of the surface to be measured,
the tracking process may produce false trajectories. An example is shown in figure
7.9, which displays the computed 3–D trajectories for a part of the arm of a person
walking (sequence of figure 7.17).

Fig. 7.9 Surface tracking: the false trajectories do not follow the uniform movement.

The false trajectories can easily be recognized because they do not follow the common
movement of the majority. The vector field of trajectories can indeed be checked for
consistency and local uniformity of the movement. Two filters are applied to the
results to delete the false trajectories entirely or to truncate the false part of them.

7.2.2.1 Velocity and Acceleration Filter. The first filter removes large errors
using velocity and acceleration thresholds (figure 7.10 left). The filter exploits the
physical limitations of humans regarding velocities and accelerations of performed
movements. Depending on the situation (e.g., walking, running), the two thresholds
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of maximal velocity and acceleration can be defined at the beginning of the process
and remain constant during the sequence.

Fig. 7.10 Left: velocity and acceleration threshold filters. Right: uniformity filter.

7.2.2.2 Uniformity Filter. The second filter checks for the local uniformity of the
movement, both in space and time (see figure 7.10 right). To check this property, the
space is divided into regular voxels and local mean values of the velocity vectors are
computed in each voxel for each time step. The single trajectories are compared to the
local mean values of the velocity vector and truncated or removed if the differences
in magnitude and direction are too large. The level of difference is computed as per-
centage of difference of the magnitude and as angle to the local mean velocity vector.
Figure 7.11 shows graphically the uniformity filtering process and the flowchart in
figure 7.12 explains it in detail.

Fig. 7.11 Uniformity filter: the single vectors are compared in magnitude and angle with the
mean vector.

7.2.2.3 Problems. After filtering the trajectories, problems may still remain. An
ideal trajectory starts from the begin of the sequence and lasts until the end. However,
in some cases, depending on the quality of the image sequence, on the type of surface
to be tracked and on the movement performed, the result can be a set of broken
trajectories with varying lengths (see figure 7.13). This effect is particularly strong
when measuring the motion of a whole human body and is caused by occlusions, lack
of texture, lost of tracked points and the appearance of new points. In order to solve
this problem, the concept of key-point is introduced in the next section.
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Fig. 7.12 Flowchart of uniformity filter.

Fig. 7.13 Ideal and broken trajectories, an example.

7.3 TRACKING KEY-POINTS

7.3.1 Definition

The key-point is a 3–D region defined in the vectorfield of trajectories, whose size
can vary and whose position is defined by its center of gravity. The key-points are
interactively defined in a graphical user interface; they can be placed at any time step

88



7.3 TRACKING KEY-POINTS

and moved in the 3–D space (see figure 7.14). This will be described in detail in
section A.2.7.

Fig. 7.14 Interactive definition of key-points. Left: definition of the size, right: moving the
key-point in the 3–D space.

The key-points exploit the large amount of data resulted from the tracking process and
extract a general description of the performed movement: a set of 3–D trajectories of
selected key-points results from a dense vectorfield of trajectories.

7.3.2 Tracking

The key-points are tracked in a simple way: the position in the next time step is
established by computing the mean value of the displacement of all the trajectories
inside the region which define the key-point (see figure 7.15). The tracking process
is explained in detail by the flowchart in figure 7.16.

Fig. 7.15 Tracking key-points.

It starts by counting the trajectories inside the 3–D region of the key-point and by
computing their average displacement in space to the next time step. This is added
to the actual 3–D position of the key-point to determine the position in the next time
step. This process is repeated until no trajectories are found in the 3–D region of the
key-point.
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Fig. 7.16 Flowchart of the key-point tracking process.

7.3.3 Considerations

Since the key-points are defined interactively in the graphical user interface, they
cannot be placed precisely. Therefore, they can be used to give a qualitative 3–D
description of the movement performed by a person and not to measure it precisely.
The size of the region to be tracked has an important role: if a small size is chosen, the
key-point can be considered with a good approximation to lie on the tracked surface,
in this case representing fictitious markers on the human body. If, on the other hand,
larger sizes are chosen, the key-point represents a more approximative position of,
e.g., joints of the human body. Two examples are given in section 7.7.3.

7.4 SOFTWARE IMPLEMENTATION

The amount of data to take into consideration is one of the problems for the imple-
mentation of the multi-image tracking process. A multi-image sequence is in fact
composed of � 6�	

images, where � is the number of used cameras and
	

the length of
the acquired sequence, i.e., the number of acquired multi-image sets. The resulting
data may also become very large. In fact, the tracked trajectories are composed of
dense sets of corresponding points in each multi-image set of the sequence.
For the implementation of the tracking process it is therefore preferable to read in the
memory of the PC only the required images (i.e., the multi-images of the previous,
the actual and the next time steps) and to store the results directly to a file while
keeping in the memory only the used data (i.e., the tracked points in the previous two
frames). For this reason, ring buffers (with the length of three) were used to store the
multi-images and the information about the tracked points. Ring buffers are circular
array structures that permit a continuous increment (also negative) of the index still
having a fixed size (in this case, three). Therefore, during the entire tracking process,
always the same amount of memory will be required.
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A second problem to solve is the way to store the results of the tracking process. Since
the process proceeds forward with the time, the tracked trajectories are firstly stored
if the following format:

frame number

point number x1 y1 x2 y2 x3 y3

point number x1 y1 x2 y2 x3 y3

point number ...

...

-1

frame number

point number x1 y1 x2 y2 x3 y3

...

-1

frame number

...

-1

However, this format is not adequate for post processing such as the computation
of velocities and acceleration, filtering, visualization and tracking key-points. The
trajectory file is therefore converted into the following more suitable form:

point number

frame number x1 y1 x2 y2 x3 y3

frame number x1 y1 x2 y2 x3 y3

frame number ...

...

-1

point number

frame number x1 y1 x2 y2 x3 y3

...

-1

point number

...

-1

7.5 OPTIONS

Different options and parameters have to be set for the tracking process and for post
processing. The tracking process parameters can be divided into four groups: the
input data, the LSM parameters, the tracking parameters and the filtering parameters.

7.5.1 Input Data

The required input data are the multi-image sequences, the orientation and calibration
information of the cameras and, in case of surface tracking, the set of matched points
for the chosen multi-image sets or at least for the first multi-image set.
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7.5.2 Least Squares Matching

The parameters regarding the least squares matching are the same used in the automatic
matching process of section 4.2.3:

- used LSM parameters: used affine transformation parameters ( � � � �-� � � � � � �!� � � �� � ) and radiometric correction factor ( " � ). Usually, all the parameters are used.

- patch size x,y: image patch sizes in pixels.

- max sigma 0: threshold of
�� � (see eq. 4.10) to accept the matching result.

- max sigma x,y: thresholds of
�� � � and

�� � � (see eq. 4.10) to accept the matching
result.

- max x,y: thresholds of the displacement of the result of the matching process
from the starting position (resulting parameters � � and

� �
).

- epipolar constrain: on/off.

As explained in section 4.2.3, some parameters have to be determined case by case.
These are the thresholds for the quality control (max sigma 0, max sigma x,y, max
x,y) and the image patch sizes for the matching process (patch size x,y). No rules
or advises can be given regarding these parameters. They strongly depends on the
texture in the image and on its format. Their ideal values have to be determined by
manually testing LSM on the images. Some examples of parameter sets can be found
in appendix C.

7.5.3 Tracking Process

The specific parameters for the tracking process are the following:

- patch size x,y: image patch sizes in pixels for the cross-correlation process used
to find an approximation before applying LSM (step 2 of algorithm of section
7.1.1).

- first search size x,y: sizes of the search region in the images of the next time
step at the first tracking frame (figure 7.3, at frame i+1 and box=LARGE in
flowchart of figure 7.4).

- search size x,y: sizes of the search region in the images of the next time step
(figure 7.3, at frame i+2 and box=small in flowchart of figure 7.4).

- large search size x,y: sizes of the search region in the images of the next time
step at the second try of the tracking process, in case of an unsuccessful match
(box=large in flowchart of figure 7.4).

- search step x,y: pixel steps along the search path in the search region. It is not
necessary to perform the cross correlation at every pixels along the search path;
moreover, the speed of the entire process can be reduced.

- max diff : threshold of percentage of differences of the spatial and temporal
LSM to accept the tracking result.

- tessel size x,y: sizes of the grid elements in the image for the computation of
the local density for the introduction of new points into the tracking process.

92



7.6 CONSIDERATIONS

- density threshold: local density threshold in the grid elements to introduce new
points in the tracking process. Depends on the tessel size and on the pixel shift of
the surface matching process (e.g., if tessel size=10, pixel shift=2, then the total
maximal number of points matched in one tessel is 25; the density thresholds
can then be for example set as 20 which is equivalent to 80%).

Examples of parameter sets for the tracking process can be found in appendix C.

7.5.4 Filtering Process

7.5.4.1 Velocity and Acceleration Filter. The following parameters have to be
set:

- min frame: minimal length of a trajectory (in frames). Shorter trajectories are
removed. Usually, all the trajectories shorter than 3 frames should be removed.

- max velocity: threshold of maximal velocity allowed. Trajectories with larger
velocities are truncated at that time.

- max acceleration: threshold of maximal acceleration allowed. Trajectories
with larger accelerations are truncated at that time.

The two thresholds can usually be determined considering the average and the maximal
values occurred in the unfiltered data.

7.5.4.2 Uniformity Filter. The following parameters have to be set:

- voxel size: size of cubic voxels [mm] used for dividing the object space into
local regions.

- min density: minimal density in each voxel to be processed. If the number of
trajectories in a voxel is too small, there is no sense to check the uniformity of
the movement.

- min velocity: minimal actual velocity to check difference with the mean value.
If the actual trajectory is stationary there is no sense to check the differences
with the mean value.

- max difference magnitude: threshold for the maximal percentage of the differ-
ence of the magnitudes of the velocity vector and the local mean value. The
trajectories exceeding the thresholds are truncated at that time.

- max angle: threshold for the maximal angle between the actual velocity vector
and the local mean velocity vector [deg]. The trajectories with larger values are
truncated at that time.

7.6 CONSIDERATIONS

The presented surface tracking process is flexible and can be used under different
conditions for different applications. In the next section it is applied to capture the
motion of humans without using markers (D’Apuzzo, 2001a). The process of tracking
was also applied successfully in two dimensional mode for tracking facial expressions
(a short description of the results is given by D’Apuzzo et al. (2000) or in section 7.8)
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and for special applications (D’Apuzzo and Willneff, 2001).
The discussion of the results achieved by the tracking process has only qualitative
nature in this work. A quantitative analysis was not possible because reference data
for the comparison of the results was missing. For future studies of this work, it is
strongly recommended to acquire test sequences both with the multi-image acquisi-
tion system and with a precise optical motion capture system available commercially
(see section 1.4). It would be of great interest to compare the accurate motion capture
measurements with the results achieved by the method proposed in this work as 3–D
trajectories of key-points.
A second limitation of the description of the results achieved by the proposed method
is the very small number of tested datasets. In fact, only two multi-image sequences
where used in this work for testing purposes. Anyhow, it was possible to show the
flexibility of the proposed method, i.e., the possibility to use different image acquisi-
tion systems (two, three cameras) recording the human body entirely or partially and
resulting in different types of 3–D data.

7.7 APPLICATION: FULL BODY MOTION CAPTURE

In this section, the proposed tracking process is applied to extract, without using mark-
ers, full body 3–D motion information from multi-image video sequences acquired
with synchronized CCD cameras. This work was part of a project aimed at develop-
ing an highly automated system to model most realistically human bodies from video
sequences (Fua et al., 1998; D’Apuzzo and Plänkers, 1999; Plänkers et al., 1999;
D’Apuzzo et al., 1999, 2000; D’Apuzzo, 2001a; Fua et al., 2002).
Two different image sequences are processed. Their characteristics and the achieved
results are presented in the next sections. The two multi-image sequences are acquired
with different camera systems. The former represent a person walking parallel to the
camera system and will be called walking sequence. The latter represent a more com-
plex movement where only the upper part of the body is acquired and will be called
baseball sequence.

7.7.1 Image Acquisition System

Two different acquisition system are used for the two different sequences. For the
walking sequence, two synchronized (interlaced) CCD cameras are used. A sequence
of image pairs is acquired with a frame grabber and the images are stored with 768x576
pixels resolution at 8 bit quantization. Since the CCD cameras are interlaced (i.e., a
full frame is split into two fields which are recorded and read out consecutively), only
the odd lines of the images are processed, avoiding the saw pattern effect (see section
2.2.2). This results in the reduction of the image format in the vertical direction by
50 percent (i.e., the effective format of the images is 768x288 pixels).
Figure 7.17, shows some frames of the walking sequence. As can be seen in the figure,
no markers are signalized on the person and no special conditions are required. The
person wears indeed normal clothes and in the background even other persons are
moving.
The baseball multi-image sequence is acquired by three synchronized progressive
scan CCD cameras in a triangular arrangement. A sequence of triplets is stored with
640x480 pixels resolution at 8 bit quantization (bottom, left, right).
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Fig. 7.17 Acquired walking sequence (8 of totally 55 processed frames).

Fig. 7.18 Acquired baseball sequence (10 of totally 71 processed frames).

Figure 7.18 shows some frames of the sequence; the person performs a complex
movement of the upper part of the body (resembling vaguely a baseball pitch).
In order to increase the contrast, the images of this sequence are enhanced using Wallis
filtering (Wallis, 1976). Figure 7.19 shows a frame of the sequence before (left) and
after (right) Wallis filtering.

Fig. 7.19 A frame (112) of the acquired baseball sequence. Left: original image, right: after
Wallis filter contrast enhancement.

7.7.2 Surface Measurement

The surface of the visible parts of the human body are measured every second time step
of the sequence in the way explained in chapters 4 and 5. The amount of multi-image
sets to be processed is very large, therefore, the fully automatic mode is used for the
definition of the seed points (section 4.2.1). The manual intervention of the operator
is reduced to the definition of the contour of the region to measure. This procedure
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could be skipped, measuring the entire images. However, the time required to process
the image-sequence will increase.

Fig. 7.20 Walking sequence. Left: image pair. Center: matched points. Right: measured
3–D point cloud.

Fig. 7.21 Matching process on the baseball sequence. Top: image triplet. Bottom: matched
points.

The result of the surface measurement process are 3–D point clouds each two time
steps. This data will then be used in the successive surface tracking process. Figure
7.20 shows an example of the matching results achieved on an image pair of the
walking sequence and the computed 3–D point cloud. Figure 7.21 shows a triplet
of the baseball sequence with the matched points and figure 7.22 the computed 3–D
point cloud.

Fig. 7.22 Baseball sequence: Measured 3–D point cloud.
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Table 7.1 summarizes some data regarding the two sequences and the matching results
and table 7.2 give some hints about the achieved precision of the measurement. Since
the images of the walking sequence are acquired by only two cameras, the theoretical
precision of the computed 3–D point clouds cannot be derived.

Table 7.1 Data regarding sequences and surface matching. Image format [pixel], number of
used images, number of processed frames, value of pixel shift for the matching process [pixel],
average number of matched points.

Sequence image format images frames pixel shift matched points

Walking 768x288 2 55 2 5804
Baseball 640x480 3 71 2 10052

Table 7.2 Theoretical precision (Helmert’s point error according to eq. 6.1) of the measured
point clouds (first frame of the sequence). Total number of matched points, average theoretical
precision �� [mm], standard deviation [mm] and maximal value [mm]; same values ignoring
points with ��� � � � �� ; number of ignored points.

Sequence points
�� � � � � � � ! � max � �� � � � � �
� � � � � ! � max � - pt

Baseball 12489 2.6 1.9 10.0 1.9 1.0 4.0 2387

The results achieved on full body are less accurate and more noisy than the results
presented for the face measurement application (section 5.4). The reasons are the
reduced resolution, because the entire human body has to be imaged and the texture,
because the projection of an artificial texture is not allowed by the tracking process.
The clothes worn by the person in the walking sequence make the surface measurement
task even more difficult. However, the goals of the entire process have in this case
more qualitative than quantitative nature. Only the approximative extraction of 3–D
movements performed by the person is required.

7.7.3 Tracking Process

The completely automatic surface tracking process applied to the walking sequence
provides totally about 32’000 trajectories for 55 frames. The mean number of tra-
jectories per time step is about 6’000 and the average length of the trajectories is 10
frames. Due to the poor natural texture (mostly on the legs) and self-occlusion the
surface tracking process does not produce a dense set of long trajectories. Figure 7.23
shows the tracked trajectories (displayed as displacement to the previous frame) for
the frame number 39.
The results of the surface tracking process applied to the baseball sequence are about
120’000 trajectories during 71 frames, with an average length of 9 frames and an
average of 10’000 trajectories per frame. The larger format of the images of this
sequence compared to the previous, is the reason of the larger number of trajectories
per frame. The more complex movement and the poorer natural texture are the main
factors for the shorter average length of the computed trajectories. Figure 7.24 shows
the tracked trajectories for the frame number 115.
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Fig. 7.23 Walking sequence. Surface tracking results (frame 39).

Fig. 7.24 Baseball sequence. Surface tracking results (frame 115).

Table 7.3 summarizes some data regarding the results of the tracking process on the
two sequences.

Table 7.3 Data regarding tracking results. Number of processed frames, total number of tra-
jectories, average number of trajectories per frame, average length of the trajectories [frames],
total number of trajectories after filtering and average length [frames] after filtering.

Sequence frames trajectories per frame length after filtering length

Walking 55 32008 5804 9.8 22908 12.9
Baseball 71 121292 10052 8.9 70063 14.7

7.7.4 Key-point Tracking

The process of key-points tracking (see section 7.3) is required to extract general
3–D information of the performed movements of both sequences. The key-points are
therefore placed in such a way that their trajectories can describe the walking process
for the walking sequence and the complex upper body movement performed in the
baseball sequence. For the walking sequence, a small set of key-points is placed near
the joints: feet, knees, hips, hands, elbows, shoulders, neck, head and bust (see figure
7.25).
For the baseball sequence, a small set of key-points is placed near the joints: hands,
elbows, shoulders, sides of neck; three are placed on the bottom of the upper body
part; three on the face (nose and eyes) and four on the head (see figure 7.26).
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Fig. 7.25 Walking sequence. Key-points tracked on the human body.

Fig. 7.26 Baseball sequence. Tracked key-points.

The final result of the tracking process for the walking sequence is shown in figures
7.27 and 7.28. The size of the region defining the key-points is chosen small enough
to assume them lying on the surface of the human body. The results achieved by the
tracking process have therefore the same nature of the results of a conventional motion
capture system, i.e., trajectories of key points on the body, which can then be used to
reconstruct the motion performed by the person. Offset values of the key-points on
the body could be defined, to get the joints of the human body.

Fig. 7.27 Tracking key-points: some frames of the walking sequence and frontal view of the
position of the tracked key-points.
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Fig. 7.28 Tracking key-points: Three views (frontal, 1/2 and lateral) of the 3–D trajectories of
the tracked key-points in the walking sequence.

Because of the complexity of the performed movement of the baseball sequence,
the size of the region defining the key-point is chosen in this case large enough to
guarantee robustness. The key-points represent here an approximation for the joint
trajectories. The final result of the tracking process is shown in figure 7.29 together
with the corresponding frames. Two views of the 3–D trajectories of the key-points
are displayed in figure 7.30 (note that the connections between key-points are intended
only for a better understanding of the movement).

Fig. 7.29 Tracking key-points: some frames of the baseball sequence and frontal view of the
position of the tracked key-points.

As can be seen, e.g., in the frame number 130 of figure 7.29, some key-points cannot
be tracked during the entire sequence because of strong occlusions caused by the
complex movement. In this case, the lost key-points have to be defined again in the
following time steps. However, the new defined key-points will not be placed exactly
at the same position. Anyhow, as explained above, the 3–D trajectories of the key-
points serve in this case as an approximative description of the performed movement
(as shown in figure 7.30) and therefore the results are acceptable.
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Fig. 7.30 Tracking key-points: view from the top (left) and from the front (right) of the 3–D
trajectories of the tracked key-points in the baseball sequence.

7.8 APPLICATION: TRACKING IN 2-D

The proposed tracking process is a flexible tool and can also be used in 2-D mode. In
this case, the sequence of a single camera, e.g., a camcorder, is processed. The use of
a single image sequence can obviously not produce 3–D data but for some cases 3–D
information is not required (D’Apuzzo and Willneff, 2001).
The Figure 7.31 shows a simple example of tracking facial expressions, where some
points (white crosses on the first image) are tracked through the sequence acquired
by a video camcorder. The single point tracking algorithm of section 7.1 was applied
using as input the images of a single camera. The tracking was performed in this case
only in the image space.

Fig. 7.31 Tracking in 2–D. Some frames of a single camera image sequence (the crosses on
the first frame show the tracked points). Bottom: basic animation created by joining the tracked
points with lines.

This example underlines the flexibility of the proposed tracking process, which can
produce in this case a simple animation by tracking points on the face without using
markers.
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Chapter 8

Conclusions

8.1 SUMMARY OF THE RESULTS

A system and the methods for automated measurement and tracking of the surface
of human body parts from multi-image sequences has been presented. The proposed
method can be applied to measure either the surface of a static human body part or
the moving surface of a dynamic event. In the latter case, the gained 3–D data can be
of two different types: surface measurement of the interested part in form of a 3–D
point cloud for each recorded time step or surface tracking in form of a vector field of
3–D trajectories (position, velocity and acceleration).
The entire process is composed of seven steps (four, in case of only surface measure-
ment):

1. calibration of the system: establishment of the internal and external orientation
of the cameras and the parameters modeling the lens distortion;

2. acquisition of multi-image sets and/or multi-image sequences;

3. matching process: establishment of correspondences in the multi-images (at
least in the first set);

4. surface measurement: computation of the 3–D point cloud for each matched
multi-image set;

5. surface tracking in the multi-image sequences;

6. establishment of a 3–D vectorfield of trajectories (position, velocity, accelera-
tion);

7. tracking key-points in the vectorfield of trajectories.

To demonstrate the multiple functionality of the method, three different applications
were presented: high accuracy measurement of human faces using five CCD cameras,
measurement of a blood vessel branching casting fixed in a rotating frame using three
CCD cameras and full body motion capture without markers using video sequences
acquired by two or three synchronized CCD cameras.

8.1.1 Data Acquisition and Calibration

The accurate measurement of a human body part starts with an adequate acquisition
of the required data, i.e., multi-images (multiple images acquired from different po-
sitions in the space describing the same scene) in case of static surface measurement
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or multi-image sequences (multi-images acquired during a time interval) in case of
dynamic surface measurement or surface tracking. In the latter case, the multi-images
have to be obviously acquired simultaneously. Nevertheless, also in case of static
surface measurement of human body parts, it is recommended to synchronize pre-
cisely the multiple cameras because the human body cannot be considered as a static
object; in fact, a person always moves slightly unconsciously (e.g., breathing, muscle
contractions). The precision of the synchronization of the multiple imaging devices
plays therefore an essential role for the accuracy potential of the measurement.
Different systems can be used to acquire multi-image sequences with different levels
of quality depending on the used cameras. With decreasing accuracy potential, these
are: multiple synchronized machine vision progressive scan CCD cameras, multiple
synchronized machine vision interlaced CCD cameras or multiple digital video cam-
corders synchronized using a clapper. For surface measurement purposes without
tracking, only multi-images are required. In this case also the following systems can
be used for the acquisition (with decreasing accuracy potential): multiple digital still
cameras, a single digital still camera acquiring in different position or multiple digital
web cameras.
A precise synchronization of the multiple imaging units is possible only by the two
machine vision acquisition systems. Systems based on multiple digital still cameras
and systems using digital web cameras can be set up to acquire multi-images simulta-
neously. However, the cameras cannot be electronically synchronized to each other;
the maximum time delay which can occur between the acquisition of the different
images is therefore half a frame (i.e., 0.04 seconds). The same synchronization ac-
curacy can be achieved with systems using multiple video camcorders, aligning the
audio signals of the different sequences. The systems based on a single camera can
evidently not acquire simultaneously multi-images, in some cases the larger time de-
lay can however be acceptable (e.g., when high accuracy of the measurements is not
required and if the human body part can be immobilized).
The lens and optical system of the camera also play a role for the quality of the acquired
images. Machine vision lenses are preferable because of the smaller distortions. How-
ever, consumer market products (e.g., video camcorders, digital still cameras) can also
be used for measurement purposes without a great loss of accuracy (D’Apuzzo and
Maas, 1999), correcting the larger distortions with a thorough calibration procedure.
The tasks of the orientation and calibration processes are the establishment of the
position and orientation of the camera sensors in 3–D space as well as the parameters
describing the internal geometry of the imaging device and some parameters mod-
eling the distortion caused by the optical system. A thorough determination of all
the parameters is a requirement for the accurate measurement using photogrammetric
techniques. To calibrate the multi-image camera system, various methods can be used.
For simplicity, only two methods were applied in this work: the reference bar method
and the reference field method. In the first case, a reference bar with two retroreflec-
tive target points is moved through the object space while the camera system acquires
multi-image sets. The multiple camera system can then be calibrated by self cali-
brating bundle adjustment with the only required information of the known distance
between the two points on the bar and their automatically measured image coordinates
along the sequence. The main advantage of the method is the only requirement of the
reference bar, the disadvantage of the method is a thorough processing of the data to
calibrate the system. The reference field calibration methods use instead a 3–D field

104



8.1 SUMMARY OF THE RESULTS

with signalized points whose coordinates in space are known. The bundle calibration
method is in this case used and full automation can be achieved using coded target
points. A graphical user interface for the latter calibration procedure (code recogni-
tion and calibration) was implemented to facilitate the user and to reduce dramatically
the time spent on this task. In fact, the most time-expensive problem that has to be
solved for the implemented calibration method is the determination of the approxima-
tive external orientation; it is especially difficult to assume the correct values for the
direction angles of the camera. An effective and fast solution to solve this problem is
implemented in a smart way in the graphical user interface: the external orientation
of the camera is indeed modified by the user interactively translating, rotating and
moving in and out the backprojected 3–D coordinate of the control points (and not
the camera itself), without taking care about the external orientation of the camera
(position and direction). Using the implemented graphical user interface, the time
required to calibrate an image decreases to a couple of minutes (without having any
information about the external orientation of the camera). The proposed solution is
intuitive and can be used without any difficulties by non-expert user too (Schneeberger
et al., 2002).

8.1.2 Matching Process and Surface Measurement

The goal of the implemented automatic matching process is the determination of a
dense set of corresponding points in the multi-images covering the entire interested
surface part. Moreover, the defined matching strategy was developed especially to
reduce to a minimum the required processing time.
The automatic matching process is based on a stereo matcher which determines the
position of corresponding points in an image pair. In case of multi-images, the stereo
matcher is applied independently to image pairs using the same template point in an
unique template image. The results are correspondences in multi–images. Evidently
this method is less robust than a complete multi–image matching process taking into
account all the images in a single step (Gruen and Baltsavias, 1988; Baltsavias, 1991).
Anyhow, the results achieved by the simpler implemented multi–image matching
process were enough accurate and no further time was spent for the investigation and
implementation of more complex and accurate matching algorithms.
The stereo matcher is built on the adaptive least squares method (Gruen, 1985) with the
additional geometrical constraint of the matched point to lie on the epipolar line. Dif-
ferent methods could be used to integrate the epipolar geometry in the least squares
matching process. Since for this work, the processing time has to be limited to a
minimum, the geometrical constraint is expressed as a single additional observation
describing the fact that the position in the search image has to move along the epipolar
line.
The quality of the single matching result is evaluated using different indicators as the
resulted a posteriori standard deviation of the least squares adjustment, the resulting
standard deviation in x and y directions, the displacement from the start position in x
and y direction and the distance to the epipolar line.
The developed strategy for the automatic matching process consists of the definition
of few seed points and, starting from them, the establishment of a dense and robust set
of corresponding points covering the entire interested region. The strategy is entirely
developed regarding to the smooth characteristic of the surface of the human body.
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However, the surface can present some discontinuities that can be treated separating
the different continuous regions by placing the seed points in the correct positions.
The same applies in case of overlapping parts.
The seed points can be generated in three different modes: fully automatically, semi-
automatically defining them only in one image or defined manually in each image.
For static surface measurement using images with good texture, the semi-automatic
mode is the preferable and faster than the others. On the other hand, the full automatic
mode is adequate for the processing of long sequences, because of the large number
of multi-image sets. In special cases where the automatic modes could fail as, e.g.
with images with a fine repeated pattern, the time-expensive manual mode has to be
used.
Once the seed points are defined, the image is divided into polygonal regions accord-
ing to which of the seed points is closest. Starting from the seed points, the automatic
matching process produces then a dense set of corresponding points in each polygo-
nal region by sequential horizontal and vertical shifts. The time required to cover the
entire image depends strongly on the distribution, the location and the number of the
defined seed points. The processing time decreases by incrementing the number of
seed points. However, the definition of a larger number of seed points requires more
time. An ideal compromise has to be chosen.
A very simple method to reduce additionally the processing time is the definition of
a region of interest in the template image. It can be given as a sequence of points or
defined interactively in the implemented graphical user interface.
Since the automatic matching process has to be used for different purposes (e.g.,
matching corresponding points in multi-images, target point measurement, tracking
process), various options and parameters have to be set. A relevant option that can
be chosen is whether or not to use the epipolar constraint. The complete matching
process (definition of seed points and automatic matching) can in fact be performed
without orientation and calibration information if desired. This functionality is use-
ful, for example, when the orientation is not accurate enough or unknown. In these
special cases, the least squares matching algorithm is not geometrically constrained.
Obviously, the robustness of the results of the process decreases. However, the quality
of the set of matched points may be satisfactory.
Problems that could not be solved in this work and that still need to be investigated (see
suggestions for further work, section 8.2.2) reside in the difficulty to establish image
correspondences in dark areas such as eyebrows or areas with lack of texture. The
hairs and beard still pose unsolved problems too. The automatic matching process
results in fact in these areas very noisy.
A graphical user interface for the automatic matching process was implemented to
ease the user and to decrease the total time required to perform the measurement of
human body parts. All the required processes can be performed in the GUI: the defi-
nition of seed points can be achieved in the different modes (manual, semi-automated,
full semi-automated, full automatic) and a ROI can be selected manually as a contour.
Additionally, the automatic matching process can be visualized in real-time, allowing
an analysis of the implemented search strategy. It also helps the user to get an idea of
where the more problematic regions for the matching process are, gaining know-how
about where to put the seed points and what their ideal number is. The regularization
of grid, the neighborhood filter and the computation of the 3–D coordinates of the
matched points are implemented as post-processing procedures.
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An important tool is also the implemented 3–D point cloud viewer/editor. Large
amounts of points can be displayed with color information (greyscale or RGB) and
full navigation (translation, rotation, zoom) is possible. Additionally, stereo visualisa-
tion (with red/green glasses) and some basic editing functions are also implemented.
Single points can be selected to get information about the point number, the 3–D coor-
dinates and, if available, the color information (as RGB values). Multiple points can
be selected in rectangular areas or in a (clockwise) hand drawn region. The selected
points can then be deleted or stored as separate data set. This offer a simple and very
fast opportunity to remove outliers or unuseful points from the data (e.g., background
points or points not interesting for the modeling purposes).
Basic modeling procedures were implemented only to achieve a better visualisation
of the surface measurement results. Therefore, detailed modeling aspects are not ana-
lyzed nor described in this work. For better qualitative modeling results, commercial
software can be used.
A triangulated surface is generated from the 3–D point cloud by 2 1/2–D Delauney
triangulation method (IGP software DTMZ). The disadvantage of this method is the
impossibility to process fully 3–D data. For this reason, only landscape-like surface
models can be generated (e.g., face masks). For texture mapping, basic modeling tools
were implemented for the generation of VRML files with texture image coordinates
for each vertex of the model.
The presented surface measurement process is flexible and can be applied with dif-
ferent acquisition setups and for different purposes. In fact, it was successfully em-
ployed for face modeling using images acquired by five CCD cameras (D’Apuzzo,
2002b), for human body modeling using three CCD cameras acquiring video se-
quences (D’Apuzzo et al., 2000), for human body modeling using uncalibrated im-
ages acquired by a digital camera (Remondino, 2003) and for the modeling of blood
vessels, where three CCD cameras acquired in eight positions twenty-four images
(D’Apuzzo, 2001b). Moreover, the surface measurement procedure constitutes also
part of the surface tracking process. In this case, the surface measurement process
can be performed for each multi-image of the acquired sequence.
The advantage of the presented method over the extensively employed methods to
measure the surface of the human body such as laser scanning and coded light based
triangulation approaches, is the acquisition of the source data in a fraction of sec-
ond, allowing a surface measurement with higher accuracy and even the possibility to
measure dynamic events like movements or changes of the surface.

8.1.3 Tracking Process

The main idea is to track corresponding points in the multi-images through the se-
quence and compute their 3-D trajectories. The results of the tracking process are
the coordinates of a point in the multi-images through the sequence, thus the 3-D
trajectory is determined by computing the 3-D coordinates of the point at each time
step by forward ray intersection. Velocities and accelerations are also computed. The
process is based on least squares matching techniques: the spatial correspondences
between the images of the different views and the temporal correspondences between
subsequent frames are determined using the least squares matching algorithm. The
same problems and possible improvements for the matching process described in sec-
tions 8.1.2 and 8.2.2 apply also for the implemented tracking process. Additionally,
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the impossibility to project an artificial texture onto the surface to track, increases the
noise in the set of matched and tracked points. The reason is the insufficient texture
of the human skin.
The proposed process can be used to track well defined points on the human body
surface. Trajectories of single points are however not sufficient to understand and
record the motion and movement of a human or the changes of the surface of human
body parts. For this reason the tracking process was extended to track simultaneously
a dense set of points belonging to a common surface. In this case, the result of the
tracking process can be considered as a vector field of trajectories. The process of
tracking entire surface parts and not only good signalized single points, can however
produce false trajectories especially in case of poor texture of the surface to be mea-
sured. Nevertheless, these can easily be recognized because they do not follow the
common movement of the majority. Filters for checking the local uniformity of the
movement in the vector field of trajectories were therefore implemented.
To solve additional problems caused by occlusions, lack of texture, loss of tracked
points and appearance of new points, the concept of key-points was introduced. The
key-points are 3–D regions defined in the vectorfield of trajectories, whose size can
vary and whose position is defined by its center of gravity. They are interactively de-
fined in a graphical user interface and tracked in a simple way: the position in the next
time step is computed as the mean value of the displacements of all the trajectories
contained in side the 3–D region. The size of the region defining the key-point has an
important role: if a small size is chosen, the key-point can be considered with a good
approximation to lie on the tracked surface, representing in this case fictitious mark-
ers on the human body. If, on the other hand, larger sizes are chosen, the key-point
represents a more approximative position of, e.g., joints of the human body.
Graphical user interfaces were developed and implemented for the dynamic visual-
ization of the tracking results, two-dimensionally together with the image sequences
as well as three-dimensionally displaying the computed 3–D trajectories in different
view modes. All the functionalities for the definition, tracking and visualization of
key-points are implemented in the latter graphical user interface.
The presented surface tracking process is flexible and can be used under different
conditions for different applications. The work was part of a project aimed at de-
veloping an highly automated system to model most realistically human bodies from
video sequences (Fua et al., 1998; D’Apuzzo and Plänkers, 1999; Plänkers et al.,
1999; D’Apuzzo et al., 1999, 2000; Fua et al., 2002). The process of tracking was
also applied successfully in two dimensional mode for tracking of facial expressions
(brief description in section 7.8) and for special applications (D’Apuzzo and Willneff,
2001).

8.2 SUGGESTIONS FOR FURTHER RESEARCH

8.2.1 Data Acquisition and Calibration

Concerning the image acquisition systems, further research can be directed toward
two different interesting goals: high quality or low cost. For an high quality acqui-
sition system the number of cameras has to be extended, allowing a more complete
imaging of the interested human body part (from the front, sideways and form the
back). Machine vision progressive scan cameras are the best choice for multi-image

108



8.2 SUGGESTIONS FOR FURTHER RESEARCH

acquisition systems. The larger amount of data (in case of six, nine or even twelve
cameras) has to be considered. Probably multiple frame grabbers or multiple acqui-
sition systems have to be used and synchronized together to solve the task.
In the other direction, for demonstration and educational purposes, it would be very
interesting to develop a (very) cheap multi-image acquisition system using, e.g., web
cameras connected to a portable PC. A precise synchronization of the cameras is not
possible and therefore high accuracy of the measurement cannot be achieved. Still,
the great demonstration potential of a portable measurement system would be very
attractive.
Concerning the two calibration methods applied in this work (reference field and ref-
erence bar), full automation is still a field for further investigation and implementation.
For the reference field calibration methods, it could be achieved using in a first step a
reduced number of coded targets for the determination of approximate values for the
external orientation and continue then with the full calibration procedure. For the ref-
erence bar method, the achievement of full automation is challenging. The automatic
recognition and measurement of the target points on the bar in all the acquired images
is not trivial in case of an extension of the number of used cameras. Additionally,
an automation in the calibration procedure has also to be implemented, because the
used software package (SGAP of IGP) is very user unfriendly and long time is actually
spent for the preparation of the required input files. Moreover, more steps are required
to achieve the final calibration of the camera system.
For the calibration and orientation of multi-image acquisition systems, other methods,
such as the point field method or the AustralisTM approach, could be investigated.

8.2.2 Matching Process and Surface Measurement

The implementation of a fast multi-image matching process in an unique least squares
process could be an interesting task for further research. The main problem to solve
is the definition of a robust and fast method to remove the irrelevant images from the
set of images used in the process. Since the cameras are usually placed concentric to
the human body part, it is in fact probable that regions of the interested part are not
imaged by all the cameras. A smart strategy has therefore to be defined to select the
relevant images before entering the least squares procedure.
The use of generic full body models or generic surface models of the interested parts
could be integrated in the matching strategy to limit in the images the regions to
process. The implementation of an automatic silhouette extraction could also be
useful for this task.
A second interesting aspect that could be further investigated is the integration of
neighborhood conditions. In this work, a neighborhood filter was implemented to
detect false matching results. Furthermore, it could be interesting to use the smooth
characteristic of the human body surface to integrate the neighborhood in the least
squares process allowing the matching of multiple neighboring points in an unique
process (Gruen and Zhang, 2002), making the results more robust and increasing
the success rate in the regions with lack of texture. Moreover, new techniques for
evaluating the matching results have to be investigated.
It would also be very interesting to compare the results achieved by the proposed
method with commercially available measurement systems like laser scanners and
coded light approaches. Methods for the comparison of the different data have to
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be investigated. Moreover, the acquisition of the required data for the three different
surface measurement systems should be performed simultaneously.

8.2.3 Tracking Process

The possible improvements of the result of the tracking process mainly depend on
the matching process. The same suggestions described in the previous section can
therefore be applied also for the tracking process.
What could be additionally investigated is the implementation of the independently
used least squares matching processes (temporal LSM and spatial LSM) in an unique
least squares procedure. Moreover, smart strategies could be integrated in the process
to adaptively change parameters of the least squares matching depending on the results
achieved.
In case of full body tracking or tracking of articulations, to increase the level of
automation of the entire process, an automatic extraction of the silhouette of the
human body or the contour of human body parts has to be implemented. A student
work (Nef, 2001) investigated methods that could be used to solve this problem and
presented preliminary implementations. Lot of work has however still to be done
in this field to solve problems as shadow and noise. A thorough illumination of the
subject and laboratory conditions, such as an uniform background, could limit the
shadow effects as well as the noise caused by other persons or moving objects present
in the scene.
Additional cues that could be extracted from the vectorfield of trajectories resulting
from the improved tracking process are the extraction of rotation axes and angles of
the different articulations. The definition of the key-points could be extended for this
purpose.
For the extraction of the more elaborated data, it is strongly recommended to increase
the number of the used cameras (to six, nine or twelve), so that also very complex
movements can be acquired from the front as well as sideways and from the back. This
will pose additional problems for the tracking process which has also to be generalized
for the use of a variable number of cameras.
For future studies of this work we also recommend a comparison of the results with
reference data. Test sequences should be acquired simultaneously both with the multi-
image acquisition system and with a precise optical motion capture system available
commercially. It would be of great interest to compare the accurate motion capture
measurements with the results achieved by the newly developed method.
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Appendix A

Graphical User Interface

A.1 MOTIVATIONS

The development and the implementation of a graphical user interface for the surface
measurement and surface tracking processes have different intentions:

- user friendliness: to make everything easier for the user;

- preprocessing time: to reduce the time required for the preprocessing of the
data;

- visualisation: for visualisation purposes (matched points, point cloud, trajec-
tories);

- analysis: to analyze the defined processes in real-time.

A.2 OPERATING SYSTEM AND IMPLEMENTED GUI

A.2.1 Operating System

All the software was developed under Unix/Linux environment, from the calibration
procedure through the matching process and the 3–D point cloud editing, till the
visualisation of the tracking results and the definition of the key points. The code was
implemented in AINSI C for a general portability.
A user friendly graphical interface (GUI) was implemented using the GTK/GDK
libraries. All the software can be compiled for Linux and Unix operating systems.
Nowadays, GDK/GTK libraries exists also for Microsoft Windows operating system, it
is therefore possible to compile the software also under this environment by performing
some changes in the code.

A.2.2 GUI for the Calibration Process

A graphical user interface for the calibration procedures (code recognition and cali-
bration) was implemented to facilitate the user and to reduce the time spent on these

*
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tasks. Figure A.1 shows the implemented graphical user interface and the figure A.2
describes the functions of the different menus and tool buttons.

Fig. A.1 Graphical user interface of the code recognition and calibration processes.

Fig. A.2 Menu line and tool buttons of the graphical user interface of the code recognition
and calibration processes.

Fig. A.3 Parameters for the automatic recognition and measurement of the coded targets in
the image.
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Fig. A.4 Result of the code recognition and target measurement processes.

The calibration process starts with the automatic recognition and measurement of the
coded targets in the image (Niederoest, 1996). Figure A.3 shows the parameters to
be set for the process and the figure A.4 shows an example. For the details about
the process and the parameters, the reader is referred to the publication (Niederoest,
1996).

Fig. A.5 Smart change of the orientation of the camera.
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The most time expensive problem that the user has to solve for the calibration process
applied in this work, is the determination of the approximative external orientation of
the camera: position of projection center (

� � � � � � � � ) and direction (
� ��
 ��

). What
cause the biggest troubles, is the difficulty to assume the correct values for the direc-
tion angles. An effective and fast solution to find an approximation of the external
orientation is implemented in a smart way in the graphical user interface. The external
orientation of the camera is indeed changed by the user interactively by translating,
rotating and moving in and out the backprojected 3–D coordinates of the control points
(and not the camera itself) (see figure A.5), without taking care about the values of
the position and direction of the camera (for the details about how the movement of
the camera is computed, see section A.2.5).

Fig. A.6 Direct change of the orientation of the camera.

If wished, the user can also change directly the position (
� � � � �!� � � ) and the direction

(
� ��
 ��

) of the camera (see figure A.6).
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Before executing the calibration process of section 3.3, an approximation of the correct
orientation of the camera has to determined. This is the case when the control points
backprojected onto the image have more or less the same disposition as the measured
image coordinates (see figure A.7).

Fig. A.7 Starting the calibration process (the backprojected control points have more or less
the same position as the measured image coordinates) and used parameters for the calibration.

Using the implemented graphical user interface, the process of calibrating an image
takes a couple of minutes (even without having any information about the orientation
of the camera).
The geometrical correction of the images is implemented as additional feature. An
undistorted image can be generated by using the distortion parameters (

	 � ��	 � ��	 � � � � ���� ��� �!����� ) determined during the calibration process. The flowchart of figure A.8
describes the process in detail.

Fig. A.8 Flowchart: correcting the distortion of an image.
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A new image with the same resolution is generated. Each pixel in the new undis-
torted image (

� � � � �
�

� �� � �!5�
) is firstly transformed from image coordinate to metric

coordinates
� �� � �� � (according to equation 3.6). The distortion terms are then added

to the obtained metric image coordinates resulting in
� � � � � � � �� � �� � � � �� � � �� � � (ac-

cording to equations 3.4 and 3.5). These are then transformed into image coordinates� � �$!5�
(according to equation 3.7), which represent the distorted image coordinates.

The gray value of the new image at the pixel
� � � � �

is therefore computed as bilinear
resampling (according to equation 4.7) of the original image at the position

� � �$!5�
; if� � �$!5�

is outside the image limits, the new pixel is set black.

A.2.3 GUI for the Automatic Matching Process

The graphical user interface for the automatic matching process is the core program
for the surface measurement process. All the processes described in section 4.2 can
be performed in the GUI. As pre-processing, Wallis filter contrast enhancement can
be applied on the images before starting the matching process. The definition of seed
points can be performed in the different modes (manual, semi-automated and fully
automatic) and a ROI can be selected manually as a contour.

Fig. A.9 Menu line and tool buttons of the graphical user interface for the automatic matching
process.

The automatic matching process can be visualized in real time. This functionality
plays an essential role for the analysis of the implemented search strategy. It also
helps the user to get an idea of where the more problematic regions for the matching
process are, gaining know-how about where to put the seed points and what their ideal
number is.
The regularization of grid (see section 4.3.1), the neighborhood filter (see section
4.3.2) and the computation of the 3–D coordinates of the matched points (see section
5.1) are implemented as post-processing procedures. Figure A.10 and figure A.11
show three moments of the processing: the definition of seed points, the real time
visualization of the matching process and the end result with the computed 3–D point
cloud. While the figure A.9 explains the functions of the menu line and the various
tool buttons.
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Fig. A.10 Graphical user interface of the matching process. Left: definition of seed point.
Right: real time visualisation of the matching process.

Fig. A.11 Graphical user interface of the matching process after finishing the matching and
computed 3–D point cloud.
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A.2.4 Matching Result Viewer

The graphical user interface of the automatic matching process provides also a visu-
alization of the results. However, an additional tool was implemented to allow a more
accurate analysis of the data. The set of matched points can be displayed alone or
over the used images, zooming and selection functions are implemented. Figure A.12
shows an example while the figure A.13 explains the functions of the tool buttons.

Fig. A.12 Matching result viewer.

Fig. A.13 Tool buttons of the matching results viewer.
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The additional feature of this tool is the possibility to visualize the matched points
with different colors according to the resulting values of the parameters of the affine
transformation ( ��� � � � � � � � � � ). This functionality is interesting to analyze the local
uniformity of the transformed patches in the search images.

A.2.5 Point Cloud Viewer/Editor

The implemented 3–D point cloud viewer/editor is completely based on the collinear-
ity equation (equation 5.1), i.e., the points displayed on the graphical user interface
are the result of the backprojection of the 3–D point cloud onto a virtual image plane.
The actual external orientation of the virtual camera as position

� � � � �!� � �
and ro-

tation angles
� ��
 ��

and a very large camera constant
�

(to avoid large perspective
effects) are displayed on the bottom text bar of the viewer (the figure A.14). The color
information (greyscale or RGB) can also be displayed (figure A.14 right).

Fig. A.14 Graphical user interface of the 3–D point cloud viewer/editor. Left: simple view.
Right: color information of the 3–D point cloud is also displayed.

The figure A.15 explains the functions of the tool buttons.

Fig. A.15 Toolbar of the 3–D point cloud viewer/editor.

Figure A.16 describes how the initial position of the virtual camera (that can be also
recalled with the go home button of the toolbar) is determined. It is oriented along the
z-axis (i.e., all rotation angles are equal to 0), pointing to the center of the 3–D point
cloud. The distance of the virtual camera to the 3–D point cloud is chosen very large to
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avoid strong perspective effects (a defined factor PERSP multiplied with the extension
of the point cloud in z direction

� � ); the camera constant f is then determined so that
all the 3–D points can be displayed in the maximal size of the viewer window.

Fig. A.16 Definition of the initial position of the virtual camera for the 3–D point viewer.

The navigation possibilities are: pan in vertical and horizontal direction, zooming in
and out and rotate around the center of the point cloud. The figure A.17 explains how
the virtual camera position and orientation change, while the 3–D point cloud stays
fix.

Fig. A.17 Navigation in the 3–D point viewer: zoom in and out, panning horizontally and
vertically, rotate 1 and 2. The virtual camera changes position and orientation, while the 3–D
point cloud stays fixed.

For zooming in and out, the direction of the virtual camera remains unchanged, while
its position moves along the view direction according to:

� ��� � "���� 6 � � � � �
�

� � � "���� 6 � � � � �
� � � � "���� 6 � � � � � (A.1)
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where
� ���!� �

� � � � � �
position change of the projection center of the virtual camera," ��� elements of the rotation matrix

�
defining the orientation of

the virtual camera,
� � � � � displacement along the view direction of the virtual camera

defined interactively by the user.

For panning horizontally and/or vertically, the direction of the virtual camera also
remains unchanged and the position of the camera moves in the image plane according
to:

� � � � " ��� 6 � � �!" � " ��� 6 � !
� " �

�

� � � "���� 6 � � �!" � "���� 6 � !
� " �

� � � � "���� 6 � � �!" � "���� 6 � !
� " � (A.2)

where
� ��� � �

� �!� � � �
position change of the projection center of the virtual camera," ��� elements of the rotation matrix

�
defining the orientation of

the virtual camera,
� � �!" � � !

� " � horizontal and vertical displacements in the image plane of the
virtual camera defined interactively by the user.

For the rotations 1 and 2, the virtual camera rotates around the center of the point
cloud in two directions, the horizontal and vertical directions of the starting location
of the virtual image plane (see figure A.17). The position of the projection center and
the direction of the virtual camera are computed according to:

� ��� � �
6 � 6 � "���� 6���� 	�� �� 6 �
	 � � �� � "���� 6���� 	 � � �� �� " ��� 6���� 	 �

�
� 6 �
	 � � �� � " ��� 6���� 	 � � �� �

�

� � � �
6 � 6 � " ��� 6���� 	 � �� 6 �
	 � � �� � " ��� 6���� 	 � � �� �� " ��� 6���� 	��

�
� 6 �
	 � � �� � " ��� 6���� 	 � � �� �

� � � � �
6 � 6 � "���� 6���� 	 � �� 6 �
	 � � �� � "���� 6���� 	 � � �� �� "���� 6���� 	 �

�
� 6 �
	 � � �� � "���� 6���� 	 � � �� �"���� � � � "���� 6 �
	 � � � � "���� 6���� 	 � �" ��� � � � " ��� 6 �
	 � � � � " ��� ��6��� 	 � �"���� � � � � "���� 6���� 	 � �
� "���� � 6 �
	 � � �"���� � � � "���� 6 �
	 � � � � "���� 6���� 	 � �"���� � � � "���� 6 �
	 � � � � "���� � 6��� 	 � �"���� � � � � "���� 6���� 	 � �
� "���� � 6 �
	 � � �"���� � � � "���� 6 �
	 � � � � "���� 6���� 	 � �"���� � � � "���� 6��� 	 � �

� "���� ��6 �
	 � � �" ��� � � � � " ��� 6���� 	 � �
� " ��� � 6 �
	 � � �

with:"���� � � "���� 6��� 	 � �
� "���� 6 �
	 � � �"���� � � "���� 6��� 	 � �
� "���� 6 �
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� "���� 6 �
	 � � �

(A.3)
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where
� ��� � �

� �!� � � �
position change of the projection center of the virtual camera," ��� elements of the rotation matrix

�
defining the orientation of the

virtual camera before the rotation," ��� � � elements of the rotation matrix

�
defining the orientation of the

virtual camera after the rotation,�
distance of the projection center of the virtual camera to the
center of the 3–D point cloud,

� � � � � rotations angles in horizontal and vertical directions
defined interactively by the user.

Stereo visualisation (with red/green glasses) is also implemented in the GUI (see figure
A.19). Figure A.18 describe how it is achieved: two virtual cameras with a default
parallax of ( � �

�
�
�

� �
�

� � � [rad]) are defined according to equations A.3 with the two
angles � �

�
� �
�

�
�

� � , � �
�

�
. By need, the parallax can be interactively changed by

the user. The points backprojected on the two different virtual cameras are drawn in
red for the first camera and in green for the second camera (displaced with � �

�
�
�

� � ).
Using red/green glasses, the 3–D point cloud can therefore be viewed in stereo.

Fig. A.18 Stereo visualisation is achieved by backprojecting the 3–D points onto two virtual
cameras with red and green colors (green is for the right eye, red for the left).

Some basic editing functions were implemented in the viewer. Single points can
be selected to get information about the point number, the 3–D coordinates and, if
available, the color information (as RGB values). Multiple points can be selected in
rectangular areas or in a (clockwise) hand drawn region. The selected points can then
be deleted or stored as separate data set. This offer a simple but very fast opportunity
to remove outliers or unuseful points from the data (e.g., background points or points
not interesting for modeling purposes).
Figure A.20 describes the strategy for the selection of points inside a clockwise hand
drawn area, which is given in the form of a sequence of points

� � � � � � � . Firstly the
contour is interpolated so that the displacement in y direction is always 1 pixel (or 0
in case of horizontal parts). For all the elements of the contour, is searched the nearest
point on the right with the same y, if the contour is moving up and respectively for the
nearest point on the left with the same y, if the contour is moving down.
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Fig. A.19 Stereo visualisation: left normal view, right: stereo view (red and green points).

Fig. A.20 Hand drawn clockwise contour. The inside of the region is determined searching
on the contour for the nearest point with the same y, on the right if the contour is going up and
respectively on the left if it is going down; all the points on the horizontal line between the two
found points are inside the region.

Fig. A.21 Hand drawn point selection (the selected points are drawn in grey). Left: selection,
right: after turning the 3–D point cloud.
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All the points lying on the segment between the two points are then defined inside the
hand drawn region. At the end, an image mask defining the points inside the region
(value 1 if the pixel is inside the hand drawn region and value 0 if it is outside) is
obtained. For the selection of 3–D points, these are first backprojected onto the image.
Their image coordinates are then compared with the image mask and the points having
value 1 are selected. In this way, complex 3–D point sets can be selected easily. Figure
A.21 shows and example of a hand drawn selection.

A.2.6 2–D Trajectories Viewer

The 2–D trajectory viewer is analog to the matching result viewer described in section
A.2.4.

Fig. A.22 Visualization of trajectories. Top: the trajectories are displayed as points on the
actual frame; bottom: without the images.
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Matched and tracked points can be visualized over the multi-image sequences or alone.
The sequence can be browsed and played forward or backward with variable speed.
Different display modes exist for the trajectories: they can be displayed as points
on the actual frame (actual points), as complete trajectories (all trajs), as complete
trajectories with crosses on the actual frame (all trajs + actual crosses) (these two last
mode are suitable only for a small number of trajectories) or as points with tail (trajs
with tail) with variable length. Figures A.22 and A.23 show four screen shots. In the
fisrt figure on the left the trajectories are displayed as points on the actual frame, on
the top right without the images. In the latter, with a tail the length of one frame, left
together with the images and right alone. The figure A.24 explains the functions of
the tool buttons.

Fig. A.23 Visualization of trajectories. Top: the trajectories are displayed with a tail the length
of one frame; bottom: without the images.
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Fig. A.24 Tool buttons of the 2–D trajectories viewer.

A.2.7 3–D Trajectories Viewer / Key-Points Editor

The 3–D trajectories viewer combines the functionalities of the 2–D trajectory (sec-
tion A.2.6) and the 3–D point cloud (section A.2.5) viewers. The trajectories are in
this case displayed in 3–D and a real time navigation (moving the virtual camera) is
possible while playing the sequence.

Fig. A.25 Graphical user interface of the 3–D trajectory viewer. Left: visualization of 3–D
trajectories. Right: visualization of tracked key-points.

The 3–D trajectories and the trajectories of the key-points can be displayed together
in different modes as explained in the previous section: points in the actual frame,
complete trajectories, complete trajectories with crosses on the actual frame or as
trajectories with tails. Figure A.25 shows two different combined visualizations: on
the left, some selected trajectories are displayed entirely while all the trajectories are
displayed as points in the actual frame; on the right, the defined key-points connec-
tions and the trajectories of the tracked key-points are displayed entirely while all the
trajectories are displayed as points in the actual frame. The figure A.26 explains the
functions of the various tool buttons.

126



A.2 OPERATING SYSTEM AND IMPLEMENTED GUI

Fig. A.26 Tool buttons of the 3–D trajectories viewer software.

All the functionalities for the definition, tracking and visualization of key-points are
implemented in the graphical user interface. The key-points are defined interactively
in the vector field of trajectories. A key-point can be easily placed over an existing
tracked point at any frame of the sequence, its position in space can then be manually
adjusted by moving the key-points along the three axes (figure A.27 right). The size
of the region to be tracked (defined as a cube) is also chosen interactively (see figure
A.27 left).

Fig. A.27 Key-point definition. Left: definition of the box size, right: moving the key-point in
space.

For a nice visualization and a better understanding of the movement, connections
between the tracked key-points can be defined interactively (note that they do not have
any physical meaning). Figure A.28 shows an example of visualization of tracked key-
points; their trajectories are displayed entirely and the connections are drawn for the
actual frame, all the other trajectories are hidden. As can be seen in the figure, the
connections make the understanding of the movement easier.
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Fig. A.28 Key-point trajectory visualization, two views of the complete 3–D trajectories of the
tracked key-points and visualization of the connections at the beginning of the sequence.
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Appendix B

IEEE-1394 Camera System

B.1 MOTIVATIONS

A multi-image acquisition system based on five IEEE-1394 progressive scan CCD
cameras was developed by myself at the Imaging Laboratory of the R&D Center
of TOPCON Corporation in Tokyo, under the project "3–D Human Face Feature
Extraction" (D’Apuzzo and Kochi, 2003).
The used cameras are provided with the IEEE-1394 port. Therefore no frame grabber
is required for the acquisition of images. They can be read out accessing the IEEE-
1394 port.
This appendix describes shortly the camera system and the implemented GUI for
controlling the cameras and for acquiring the images.

B.2 MULTI-IMAGE ACQUISITION SYSTEM

The outline of the acquisition system is based upon the face measurement camera
system described in section 5.4.
The cameras used in this case are progressive scan CCD cameras provided with a 1/3"
sensor of 640x480 pixels and IEEE-1394 port. Through the IEEE-1394 interface, the
computer communicates with the camera, allowing digital transmission of images as
well as software control of some camera parameters. Figure B.1 shows the camera
Dragonfly of Point Grey ResearchTM from the front and from the back.
Different frame rates can be set from 3.75 Hz up to 30 Hz. Other features, such as
brightness, exposure, gain, shutter and white balance can be controlled through the
IEEE-1394 port. The Dragonfly comes equipped with the ability to perform multiple
camera synchronization. When more than one Dragonfly camera is present on the
IEEE 1394 bus, the cameras automatically synchronize their acquisition time to within
20µs. This feature is particularly important for multi-image acquisition systems.
A c-mount lens with 16mm focal lens was chosen for the camera setup. In this way
the complete system can be relatively compact in size (about 1 m wide). The lens are
provided with variable iris and the focus can be fixed.

*
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Fig. B.1 Point Grey Research camera, model Dragonfly, with c-mount 16 mm lens. Left:
frontal view, right: back view.

Figure B.2 shows the camera setup. The entire system is mounted on a tripod that can
move vertically and rotate around its vertical axis. The five cameras can rotate around
two axes. Additionally, for the fine tuning of the system, the two extern cameras
(number 1 and 5) can be displaced sideways and to the front or back. The central
camera (number 3) can be moved to the front and back too. Three cameras (number
1, 3 and 5) are mounted over sockets to have a difference in the heights.

Fig. B.2 Camera setup. The entire system can move up and down and turn around the tripod
axis. All the cameras can be rotated around two axes. Additionally, for fine tuning, cameras 1
and 5 can be moved sideways and to the front or back. Camera 3 can also be moved to the
front or back.

B.3 IMPLEMENTED GUI

The camera control, the multi-images display and the multi-image acquisition are
implemented in the same graphical user interface of the 3–D face feature extraction
software. In that way, the user can control all the required processes within an unique
software. The images acquired by the five cameras can be viewed in real-time, as
shown in figure B.3. Figure B.4 describes the functionalities of different buttons on
the toolbar.
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Fig. B.3 Graphical user interface of the 3–D face feature extraction software. Live camera
display mode.

Fig. B.4 Tool buttons of the 3–D face feature extraction software (buttons with no description
have same functions as in figure A.13).

As described in the previous section, some features of the cameras can be controlled
by software through the IEEE-1394 port. This was implemented in a way that the five
cameras have exactly the same features. Figure B.5 shows the camera setting window
where information (camera name, port number, node number) about the cameras on
the IEEE-1394 bus is displayed and where the user can select the different features
(exposure, shutter, gain, brightness).
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B IEEE-1394 CAMERA SYSTEM

Fig. B.5 IEEE-1395 camera information and camera settings.

B.4 CALIBRATION AND ORIENTATION

A reference field with signalized points was especially designed for the five camera
acquisition system to allow a full automatic calibration procedure. The 3-D coordi-
nates of the signalized points were measured photogrammetrically by PI-3000 system
(Kochi et al., 2003) of TOPCON with a precision of 0.2 mm.
The calibration and orientation processes are integrated in the graphical user interface
software and the unique task required for the user is to place the calibration field at the
indicated position. The signalized points are then fully automatically recognized and
measured in the different images by least squares matching. The establishment of the
external and internal orientation as well as parameters modeling the lens distortion is
performed by bundle adjustment. Figure B.6 shows the calibration field and the full
automatic image coordinate measurement process as can be viewed in the graphical
user interface.

Fig. B.6 Left: calibration field. Right: full automatic measurement of signalized point.
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Appendix C

Parameter Sets

This appendix contains some examples of parameter sets for the matching and tracking
processes.

C.1 MATCHING PROCESS

Table C.1 lists parameter sets of the matching process for some examples; the names
refers to the following figures where are displayed the template images with the used
seed points and the contour defining the ROI.

Table C.1 Example of full parameter set for the matching process. The parameter names
refer to section 4.2.3.2

Parameter Max Naoko Naomi Dummy Walking Baseball

search shift 1/4 1/2 1/2 1 1/2 1/2
no search shift 1/8 1/4 1/4 1/2 1/4 1/4
bigger patch yes yes yes yes yes yes
close the gaps yes yes yes yes yes yes
used LSM par. all all all all all all
use epipolar constr. yes yes yes yes yes yes
epi weight in P 4n 4n 4n 4n n 2n
epi patch size lsm/2 lsm/2 lsm/2 lsm/2 lsm/2 lsm/2
max sigma 0 20.0 20.0 25.0 20.0 25.0 25.0
max sigma x,y 0.18 0.18 0.20 0.15 0.18 0.18
max x,y [pixels] 2.0 2.0 1.5 1.0 2.0 2.0
max x,y small [pixels] 1.0 1.0 0.7 0.5 1.0 1.0
patch size x,y [pixels] 13 13 13 13 13 13
bigger p. size x,y [pixels] 21 17 21 21 19 21
pixel shift [pixels] 10.0 2.0 3.0 1.0 2.0 2.0
voronoi x,y [pixels] 5 5 5 5 5 5
grid size x,y [pixels] 15 15 15 15 15 15

*
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C PARAMETER SETS

Fig. C.1 Max; face measurement with random pattern projection, image format 768x576
pixels, for demonstration purposes (shift 10 pixels). Template image with contour defining the
ROI and seed points.

Fig. C.2 Naoko; face measurement with random pattern projection, image format 768x576
pixels, usual face measurement (shift 2 pixels). Template image with contour defining the ROI
and seed points.
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C.1 MATCHING PROCESS

Fig. C.3 Naomi; face measurement without random pattern projection, image format 640x480
pixels, higher thresholds. Template image with contour defining the ROI and seed points.

Fig. C.4 Dummy; dummy head measurement with random pattern projection, image format
640x480 pixels, fine measurement (shift 1 pixel). Template image with contour defining the
ROI and seed points.

Fig. C.5 Walking; full body dynamic measurement, image format 768x288 pixels, interlaced
CCD camera. Template image with contour defining the ROI and seed points.
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C PARAMETER SETS

Fig. C.6 Baseball; full body dynamic measurement, image format 640x480pixels, progressive
scan CCD camera. Template image with contour defining the ROI and seed points.

C.2 TRACKING PROCESS

An example of parameter set for the tracking process is listed below. It refers to the
walking and baseball sequences presented in section 7.7.

Table C.2 Example of full parameter set for the tracking process. The parameter names refer
to section 7.5

Parameter Walking Baseball

used LSM parameters all all
patch size x,y [pixels] 13 13
max sigma 0 25.0 25.0
max sigma x,y 0.25 0.25
max x,y [pixels] 5.0 5.0
cross correlation patch size [pixels] 13 13
first search size x,y [pixels] 101 101
search size x,y [pixels] 11 11
large search size x,y [pixels] 21 21
search step x,y [pixels] 2.0 2.0
max diff [%] 10 10
tessel size x,y [pixels] 10 10
density threshold 23 20
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